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Motivation

2

• Reduce$labor$for$setup$of$design$and$geometric$manipula+on$$to$
automate$and$streamline$design$process

• Automate$to$reduce$dependence$on$designer$exper+se

• Capitalize$on$two$decades$of$explosive$growth$in$computer$
graphics$and$3D$modeling

• Capitalize$on$over$a$decade$of$investment$in$sensi+vity$analysis,$
adjoint$solvers$and$computa+onal$power

Goal: Use tools developed in the last two decades to dramatically 
simplify and automate aerodynamic shape design
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Outline
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• Background 

• Applications of Phase I Technologies

• Technical Objectives & Approach

• Results and Examples

• Status & Summary
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All a designer has at design onset are objectives and constraints. 
The most useful parameters for a particular objective only become 

apparent as design progresses.

Phase I Technologies

4
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Innovations in Phase I work addressed this fundamental challenge



March 18–19, 2015 NASA Aeronautics Research Mission Directorate 2015 Seedling Technical Seminar 

1. Introduced Parametric control of discrete geometry
Plugins for leveraging modern CG and 3D modeling tools
Constraint-based deformation

2. On-the-fly re-parameterization 
Introduce finer-scale shape control as needed to advance objective

3. Automated shape parameter selection
Capture and exploit sensitivity information as the design evolves

All a designer has at design onset are objectives and constraints. 
The most useful parameters for a particular objective only become 

apparent as design progresses.

Phase I Technologies
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Innovations in Phase I work addressed this fundamental challenge

Phase I Technologies

Parametric control of discrete geometry
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Innovations in Phase I work addressed this fundamental challenge

Discrete model of Generic Transport 
Configuration

Phase I Technologies

Parametric control of discrete geometry
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Configuration
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Parametric control of discrete geometry

Phase I Technologies
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Innovations in Phase I work addressed this fundamental challenge

Discrete model of Generic Transport 
Configuration

Challenge is coordinated parametric manipulation
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$50B industry with 
extremely rich toolsets 
for shape manipulation
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Innovations in Phase I work addressed this fundamental challenge

Parametric control of discrete geometry
Harmonic Coordinates for Character Articulation

Pushkar Joshi Mark Meyer Tony DeRose
Brian Green Tom Sanocki

Pixar Technical Memo #06-02b
Pixar Animation Studios

(a) (b) (c)

Figure 1: A character posed using using harmonic coordinates. (a) The character and cage (shown in black) at bind-time; (b) and (c) are
two poses from an animated clip. All images c� Disney/Pixar.

Abstract

In this paper we consider the problem of creating and controlling
volume deformations used to articulate characters for use in high-
end applications such as computer generated feature films. We in-
troduce a method we call harmonic coordinates that significantly
improves upon existing volume deformation techniques. Our de-
formations are controlled using a topologically flexible structure,
called a cage, that consists of a closed three dimensional mesh. The
cage can optionally be augmented with additional interior vertices,
edges, and faces to more precisely control the interior behavior of
the deformation. We show that harmonic coordinates are general-
ized barycentric coordinates that can be extended to any dimension.
Moreover, they are the first system of generalized barycentric coor-
dinates that are non-negative even in strongly concave situations,
and their magnitude falls off with distance as measured within the
cage.

CR Categories: I.3.5 [Computational Geometry and Object Mod-
eling]: Geometric algorithms, languages, and systems.

Keywords: Barycentric coordinates, mean value coordinates, free
form deformations, rigging.

1 Introduction

Character articulation, sometimes called rigging, is an important
component of high-end animation systems of the kind used in fea-
ture film production. Modern high-end systems, most notably Sof-
tImage XSI R� and Maya R�, offer a variety of articulation methods
such as enveloping [Lewis et al. 2000], blend shapes [Joshi et al.
2006], and chains of arbitrary deformations. In the realm of de-
formations, free-form deformations as introduced by Sederberg and
Parry [1986] are particularly popular for a number of reasons. First,
they offer smooth and intuitive control over the motion of the char-
acter using only a few parameters, namely, the locations of the free-
form lattice control points. Second, there are virtually no restric-
tions on the three-dimensional model of the character — the only
requirement is that the character model is completely enclosed by
the control lattice.

However, free-form deformation has some drawbacks. Articulat-
ing a multi-limbed character is best accomplished using a lattice
that conforms to the geometry of the character. However, given
the topological rigidity of a lattice, it is often necessary to combine
several overlapping lattices, and each of the lattices possess interior
points that can be difficult and annoying to articulate. The prob-
lem of multiple overlapping lattices was addressed by MacCracken
and Joy [1996] where lattices were generalized to arbitrary volume
meshes, but their method still requires the introduction and articu-
lation of numerous interior control points.

Ju et al [2005] introduced a promising new approach that is even
more topologically flexible, wherein the character to be deformed
(henceforth called the object) is positioned relative to a coarse
closed triangular surface mesh (henceforth called the cage). The
object is then “bound” to the cage by computing a weight gi(p) of
each cage vertex Ci evaluated at the position of every object point p.
As the cage vertices are moved to new locations C�

i , the deformed
points p� are computed from

p� = �
i

gi(p)C�
i . (1)

An example is shown in Figure 2(b). The weight functions gi(p)
used by Ju et al. are known as mean value coordinates [Floater
2003; Floater et al. 2005; Ju et al. 2005]. Mean value coordinates

Similar situation in CG industry

Discrete model of input geometry

Phase I Technologies
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and Joy [1996] where lattices were generalized to arbitrary volume
meshes, but their method still requires the introduction and articu-
lation of numerous interior control points.

Ju et al [2005] introduced a promising new approach that is even
more topologically flexible, wherein the character to be deformed
(henceforth called the object) is positioned relative to a coarse
closed triangular surface mesh (henceforth called the cage). The
object is then “bound” to the cage by computing a weight gi(p) of
each cage vertex Ci evaluated at the position of every object point p.
As the cage vertices are moved to new locations C�

i , the deformed
points p� are computed from

p� = �
i

gi(p)C�
i . (1)

An example is shown in Figure 2(b). The weight functions gi(p)
used by Ju et al. are known as mean value coordinates [Floater
2003; Floater et al. 2005; Ju et al. 2005]. Mean value coordinates

Similar situation in CG industry

Discrete model of input geometry

Parametric manipulation

Phase I Technologies
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Innovations in Phase I work addressed this fundamental challenge

Skeletal deformation of
Generic Transport 

• AIAA 2009-0965 “Parametric Deformation of Discrete 
Geometry for Aerodynamic Shape Design”, 2009
• ICCFD7-#2001, "Constraint-based Shape 
Parameterization for Aerodynamic Design", 2012

Phase I Technologies

Parametric control of discrete geometry
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Phase II Work

10

1. Developed discrete geometry platform for aerospace design 
Scriptable specialized plugins for 
• Wing-twist & structural bending
• Skeletal deflection of control surfaces
• Constraint-based deformation & airfoil shape control
• Hierarchical linking of parameters through configurations
• Analysis parameters (volume, thickness etc..) 

Extend parametric control of discrete geometry

Mature through direct application to problems in 
NASA’s aeronautics mission
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• Application of constraint-
based deformation

• Exercised methods 
prototyped in Phase I in 
engineering environment 
with realistically complex 
geometry

Support High Speed Research Project 3.0, High Fidelity Analysis & Validation (HiFAV) 
T3.3.2  – Develop/refine CFD for Full Vehicle
 • 33213   “Evaluate Boeing N+2 Phase II Boom Model with aeroelastic deformations” - Milestone due 30 March, 2014

• Applied deformations measured in wind-tunnel to CFD model and compared 
near-field pressure signatures of the rigid and deformed geometry. 

ARMD Applications of Seedling Investment

Sensitivity of boom signature to 
aeroelastic deformation
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• Proof-of-Concept: Constraint-based deformation using 18-32 anchors recovered 
model shape to within the accuracy of the laser scan

• Computations on deformed model was used to quantify effects of aeroelastic 
deformation on boom footprint – directly supporting the program milestone

Support High Speed Research Project 3.0, High Fidelity Analysis & Validation (HiFAV) 
T3.3.2  – Develop/refine CFD for Full Vehicle
 • 33213   “Evaluate Boeing N+2 Phase II Boom Model with aeroelastic deformations” - Milestone due 30 March, 2014

18 anchors

Interpolation error/tip deflection

1.5%-1.5% 0 %

ARMD Applications of Seedling Investment
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ARMD Applications of Seedling Investment
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Support  Milestones for FA Fixed-Wing & Advanced Air Transport Technology Project
2103-2014  – Elastic Aircraft Initiative & Variable Camber Continuous Trailing Edge Flap (VCCTEF)
        TC2.1  – Higher Aspect Ratio Optimal Wing and Performance Adaptive Aeroelastic Wing

• AIAA 2014-0836, "Static Aeroelastic Analysis with an Inviscid Cartesian Method", Jan. 2014

Elastically-Shaped Aircraft

• Plugins from Phase I underlie 
coupled aero-structural solver 
being used to support several 
tasks in the AATT Project
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Support  Milestones for FA Fixed-Wing & Advanced Air Transport Technology Project
2103-2014  – Elastic Aircraft Initiative & Variable Camber Continuous Trailing Edge Flap (VCCTEF)
        TC2.1  – Higher Aspect Ratio Optimal Wing and Performance Adaptive Aeroelastic Wing

• AIAA 2014-0836, "Static Aeroelastic Analysis with an Inviscid Cartesian Method", Jan. 2014

angle of attack (degrees)

Li
ft 

C
oe

ffi
ci

en
t

-4 -2 0 2 4 6 8-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Cart3D - rigid wing
Cart3D - aeroelastic wing
UWAL Test - Run 104

~20%

Elastically-Shaped Aircraft

• Plugins from Phase I underlie 
coupled aero-structural solver 
being used to support several 
tasks in the AATT Project
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ARMD Applications of Seedling Investment
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• Blender&plugins&for&parametric&skeletal&
deforma?on&used&to&deflect&the&14x3D
segment&VCCTEF&being&studied&under&PAAW

Support  Milestones for FA Fixed-Wing & Advanced Air Transport Technology Project
2103-2014  – Elastic Aircraft Initiative & Variable Camber Continuous Trailing Edge Flap (VCCTEF)
        TC2.1  – Higher Aspect Ratio Optimal Wing and Performance Adaptive Aeroelastic Wing

• AIAA 2015-1409, "Optimized Off-Design Performance of Flexible 
Wings with Continuous Trailing-Edge Flaps”, Jan. 2015
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• AIAA 2015-1409, "Optimized Off-Design Performance of Flexible 
Wings with Continuous Trailing-Edge Flaps”, Jan. 2015

• Deflect 14 flaps with 3 segments each & elastomer in-between
• Wing deforms due to aerodynamic loading
• Simultaneously optimize flap deflection and twist at fixed-lift to 

determine the optimal jig-shape wing
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ARMD Applications of Seedling Investment
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Support  Milestones for FA Fixed-Wing & Advanced Air Transport Technology Project
2103-2014  – Elastic Aircraft Initiative & Variable Camber Continuous Trailing Edge Flap (VCCTEF)
        TC2.1  – Higher Aspect Ratio Optimal Wing and Performance Adaptive Aeroelastic Wing

• Simultaneously optimize flap deflection and 
wing-twist at fixed-lift to determine the 
optimal jig-shape wing

• AIAA 2015-1409, "Optimized Off-Design Performance of Flexible 
Wings with Continuous Trailing-Edge Flaps”, Jan. 2015

• Blender plugins for parametric skeletal 
deformation used to deflect the 14x3-
segment VCCTEF being studied under 
PAAW
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Support  Milestones for FA Fixed-Wing & Advanced Air Transport Technology Project
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optimal jig-shape wing

“Rigging” for control of the VCCTEF
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• Blender plugins for parametric skeletal 
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ARMD Applications of Seedling Investment
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Support  Milestones for FA Fixed-Wing & Advanced Air Transport Technology Project
2103-2014  – Elastic Aircraft Initiative & Variable Camber Continuous Trailing Edge Flap (VCCTEF)
        TC2.1  – Higher Aspect Ratio Optimal Wing and Performance Adaptive Aeroelastic Wing

• Similar deformation and flap-
rigging being used to meet FY15 
L3 Milestone for assessment of 
the VCCTEF on the the Truss 
Braced Wing configuration in 2015
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Outline
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• Background 

• Applications of Phase I Technologies

• Technical Objectives & Approach

• Results and Examples

• Status & Summary
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Technical Approach
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✓ Parametric control of Discrete Geometry

• Progressive shape parameterization
Efficiently approach optimum of continuous problem

• Automatic adaptive shape control
Automatically increase fidelity – reduce dependence on designer skill
Adjoint-based sensitivity information
Accelerate design
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Technical Approach
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•Cartesian cut-cell method with automated 
meshing of complex configurations

• Inviscid solver with adjoint-driven
• Adaptive meshing for error control
• Objective and constraint gradients

•SNOPT Optimizer
• SQP method with general constraints

Cart3D Design Framework

Adjoint of objective

Output-adaptive meshing
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✓ Parametric control of Discrete Geometry
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Technical Approach
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•Consider 3 static parameterizations

Static Parameterization

6 DV: Low-fidelity control
 Faster design improvement

Wall clock time (min)
Plotted at major search 

iterations, on 20 Ivy-bridge cores

6 DV

14 DV

62 DV

62 DV: High-fidelity control
    Better final design

Transonic Airfoil Design 
(ref. AIAA 2015-0398)
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Technical Approach
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• Increase fidelity of control as design 
progresses

Progressive Parameterization

2 DV

6 DV

14 DV

optimize and refine

optimize and refine

optimize and refine (through 62 DVs)

• AIAA 2015-0398 “Adaptive shape control for aerodynamic design”, 2015

•Fast initial improvement – while still 
approaching continuous shape control
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• Increase fidelity of control as design 
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 savings •Fast initial improvement – while still 
approaching continuous optimum
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• Increase fidelity of control as design 
progresses

Progressive Parameterization

•Fast initial improvement – while still 
approaching continuous optimum
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• AIAA 2015-0398 “Adaptive shape control for aerodynamic design”, 2015

Progressive
parameterization

6 DV

14 DV

62 DV

 savings 

•Robustness of savings are dependent 
upon the trigger that initiates 
refinement (pacing)

•Details of slope-based trigger are in 
AIAA 2015-0398
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Parameterization Mechanics
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•Lots of options for how to refine the parameterization...

•Currently, each class of parameters is viewed as a binary tree

Level 1
Level 0
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Parameterization Mechanics
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Parameterization Mechanics
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•Lots of options for how to refine the parameterization...

•Currently, each class of parameters is viewed as a binary tree

Level 1
Level 0

Level 2

Easily extended to many classes of parameters
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Parameterization Mechanics

Level 1
Level 0

Level 2

•Lots of options for how to refine the parameterization...

•Currently, each class of parameters is viewed as a binary tree

Fuselage 
cross-sections

Level 1
Level 0

Level 2
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Wing sections Tail sections

Technical Approach
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Parameterization Mechanics

•Lots of options for how to refine the parameterization...

•Currently, each class of parameters is viewed as a binary tree

Level 1
Level 0

Level 2

Level 1
Level 0

Level 2
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✓ Parametric control of Discrete Geometry

✓ Progressive shape parameterization
Efficiently approach optima of continuous problem

• Automatic adaptive shape control
Automatically increase shape control – reduce dependence on designer skill
Adjoint-based sensitivity information to selectively target specific regions
Accelerate design
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Technical Approach
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Automatic adaptive shape control

✓ How to introduce new parameters?
Constraint-based deformation + forest of binary trees

✓ When to trigger refinement?
Pacing controlled via a slope-based trigger

• Where to introduce additional shape control?
Simple progressive refinement is essentially “uniform refinement”
Adaptive refinement seeks to add only the most important candidates
Mechanics look like adaptive h-refinement in mesh generation
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Automatic adaptive shape control

• Candidate shape parameters
Goal is to increase fidelity of shape control only in locations that have the 
most potential for improving the objective function
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Existing set of shape control parameters
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Automatic adaptive shape control

• Candidate shape parameters
Goal is to increase fidelity of shape control only in locations that have the 
most potential for improving the objective function
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candidates
1. Modeler provides a list of possible candidates for refinement
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Automatic adaptive shape control

• Rank candidates by “effectiveness indicator”

1. Modeler provides a list of possible candidates for refinement
2. Rank candidates by predicted effectiveness

“effectiveness indicator” similar to “error indicator” in mesh adaptation
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Automatic adaptive shape control

• Add the most important candidates
Avoid adding flexibility where it won’t improve the design
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1. Modeler provides a list of possible candidates for refinement
2. Rank candidates by predicted effectiveness
3. Select the most important candidates from priority queue for addition

Automatically controls the distribution of shape control on the surface
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Adjoint-based “effectiveness indicator”
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•Already solving the adjoint for the design sensitivities

• Treat the all the candidate DVs as design variables                 predicts 
precisely the sensitivity of the design objective to each candidate

•Cost of gradient w/r/t each design variable, X, is roughly one flow residual

(adjoint eq.)

For the cost of a few additional gradient evaluations, the 
adjoint offers an effectiveness indicator for each candidate DV



March 18–19, 2015 NASA Aeronautics Research Mission Directorate 2015 Seedling Technical Seminar 

Technical Approach

39

• Gradients are based on local linearization about current state

feasible to optimize on very large numbers of design variables. The adjoint approach allows all NDV objective
gradients to be computed for a fixed cost of roughly one PDE solution, instead of the 2NDV PDE solutions
required under a finite di↵erence formulation.

However, the adjoint in fact encodes much more information than traditional parametric shape optimiza-
tion makes use of. Moreover, this information can be extracted at trivial cost, and might accelerate the rate
of design improvement if used correctly. During optimization, the adjoint is used to compute gradients with
respect to existing shape design variables. After a design space refinement is triggered, we use the same final
design’s adjoint solution to rapidly compute gradients with respect to potential new design variables. Any
potential design variables that would drive the design forward more e↵ectively are then added into the design
space.

B. E↵ectiveness Indicator

The most challenging theoretical question for adaptive shape control is how to predict the e↵ectiveness of
the various possible shape control refinements. Our approach is to use local design space metrics, namely the
objective gradients to the candidate design variables, and possibly also an approximation of the local Hessian
matrix. Like any locally-based estimate in a nonlinear design landscapef, this can only be an approximation.
While we do not expect to find the truly ideal parameterization, our goal is to substantially improve design
space navigation.

1. Gradient-Maximizing Indicator

The objective gradients directly indicate the sensitivity of the objective and constraints to each design
parameter. In the convex region of a properly scaled problem, higher gradients generally indicate more
e↵ective parameters. This suggests using an e↵ectiveness indicator that is some norm of the vector of
objective gradients:

IG(Xc) =

����
@J
@Xc

���� (4)

Consistent with the fact that the adjoint is a linearization about the local state, our experiments show that
higher gradients are strongly correlated with short-term design improvements. After a few design iterations,
the usefulness of that correlation depends on the degree of nonlinearity and the scaling of the problem.

We can compute these gradients for modest additional cost, because the adjoint solution has already
been computed during optimization in the previous design space. We simply use the same standalone
gradient-projection function that the design framework applies to existing design variables.

2. Maximal Design Improvement Indicator

During optimization, the Hessian generates superior search directions to a steepest-descent approach involving
only local gradients. Similarly, we can surmise that by using the Hessian of the candidate design variables,
we can favor shape parameters that have longer-term usefulness than simply those with the highest gradients.

Consider the local quadratic fit of the candidate design space, based on the local objective value J (X),

gradients with respect to the design variables @J
@X

c

, and a Hessian approximation @2J
@X2

c

. The minimizer of this

fit has a known location and value. Most importantly, this minimal value is an estimate of how much design
improvement is possible under that parameterization. This leads to a very natural indicator

IH(Xc) ⌘ ��Jexp(Xc) =
1

2

@J
@Xc

T @2J
@X2

c

@J
@Xc

(5)

which prefers design spaces that have high capacity for design improvement.
The next step is to generate an estimate of the Hessian without the exorbitant costs of finite-di↵erenced

flow solutions. First, switching to index-notation for accuracy, we rexpress the Hessian via the surface, which
is the intermediary between the design variables and the objective function:

fStemming from nonlinearities in the geometry, in the shape deformation, in the flow mesh discretization, and in the flow
equations themselves.
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candidate design variables

Adjoint-based “effectiveness indicator”
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• Gradients are based on local linearization about current state

• Not always good predictors of design improvement...

feasible to optimize on very large numbers of design variables. The adjoint approach allows all NDV objective
gradients to be computed for a fixed cost of roughly one PDE solution, instead of the 2NDV PDE solutions
required under a finite di↵erence formulation.

However, the adjoint in fact encodes much more information than traditional parametric shape optimiza-
tion makes use of. Moreover, this information can be extracted at trivial cost, and might accelerate the rate
of design improvement if used correctly. During optimization, the adjoint is used to compute gradients with
respect to existing shape design variables. After a design space refinement is triggered, we use the same final
design’s adjoint solution to rapidly compute gradients with respect to potential new design variables. Any
potential design variables that would drive the design forward more e↵ectively are then added into the design
space.

B. E↵ectiveness Indicator

The most challenging theoretical question for adaptive shape control is how to predict the e↵ectiveness of
the various possible shape control refinements. Our approach is to use local design space metrics, namely the
objective gradients to the candidate design variables, and possibly also an approximation of the local Hessian
matrix. Like any locally-based estimate in a nonlinear design landscapef, this can only be an approximation.
While we do not expect to find the truly ideal parameterization, our goal is to substantially improve design
space navigation.

1. Gradient-Maximizing Indicator

The objective gradients directly indicate the sensitivity of the objective and constraints to each design
parameter. In the convex region of a properly scaled problem, higher gradients generally indicate more
e↵ective parameters. This suggests using an e↵ectiveness indicator that is some norm of the vector of
objective gradients:

IG(Xc) =

����
@J
@Xc

���� (4)

Consistent with the fact that the adjoint is a linearization about the local state, our experiments show that
higher gradients are strongly correlated with short-term design improvements. After a few design iterations,
the usefulness of that correlation depends on the degree of nonlinearity and the scaling of the problem.

We can compute these gradients for modest additional cost, because the adjoint solution has already
been computed during optimization in the previous design space. We simply use the same standalone
gradient-projection function that the design framework applies to existing design variables.

2. Maximal Design Improvement Indicator

During optimization, the Hessian generates superior search directions to a steepest-descent approach involving
only local gradients. Similarly, we can surmise that by using the Hessian of the candidate design variables,
we can favor shape parameters that have longer-term usefulness than simply those with the highest gradients.

Consider the local quadratic fit of the candidate design space, based on the local objective value J (X),

gradients with respect to the design variables @J
@X

c

, and a Hessian approximation @2J
@X2

c

. The minimizer of this

fit has a known location and value. Most importantly, this minimal value is an estimate of how much design
improvement is possible under that parameterization. This leads to a very natural indicator

IH(Xc) ⌘ ��Jexp(Xc) =
1

2

@J
@Xc

T @2J
@X2

c

@J
@Xc

(5)

which prefers design spaces that have high capacity for design improvement.
The next step is to generate an estimate of the Hessian without the exorbitant costs of finite-di↵erenced

flow solutions. First, switching to index-notation for accuracy, we rexpress the Hessian via the surface, which
is the intermediary between the design variables and the objective function:

fStemming from nonlinearities in the geometry, in the shape deformation, in the flow mesh discretization, and in the flow
equations themselves.
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feasible to optimize on very large numbers of design variables. The adjoint approach allows all NDV objective
gradients to be computed for a fixed cost of roughly one PDE solution, instead of the 2NDV PDE solutions
required under a finite di↵erence formulation.

However, the adjoint in fact encodes much more information than traditional parametric shape optimiza-
tion makes use of. Moreover, this information can be extracted at trivial cost, and might accelerate the rate
of design improvement if used correctly. During optimization, the adjoint is used to compute gradients with
respect to existing shape design variables. After a design space refinement is triggered, we use the same final
design’s adjoint solution to rapidly compute gradients with respect to potential new design variables. Any
potential design variables that would drive the design forward more e↵ectively are then added into the design
space.

B. E↵ectiveness Indicator

The most challenging theoretical question for adaptive shape control is how to predict the e↵ectiveness of
the various possible shape control refinements. Our approach is to use local design space metrics, namely the
objective gradients to the candidate design variables, and possibly also an approximation of the local Hessian
matrix. Like any locally-based estimate in a nonlinear design landscapef, this can only be an approximation.
While we do not expect to find the truly ideal parameterization, our goal is to substantially improve design
space navigation.

1. Gradient-Maximizing Indicator

The objective gradients directly indicate the sensitivity of the objective and constraints to each design
parameter. In the convex region of a properly scaled problem, higher gradients generally indicate more
e↵ective parameters. This suggests using an e↵ectiveness indicator that is some norm of the vector of
objective gradients:

IG(Xc) =

����
@J
@Xc

���� (4)

Consistent with the fact that the adjoint is a linearization about the local state, our experiments show that
higher gradients are strongly correlated with short-term design improvements. After a few design iterations,
the usefulness of that correlation depends on the degree of nonlinearity and the scaling of the problem.

We can compute these gradients for modest additional cost, because the adjoint solution has already
been computed during optimization in the previous design space. We simply use the same standalone
gradient-projection function that the design framework applies to existing design variables.

2. Maximal Design Improvement Indicator

During optimization, the Hessian generates superior search directions to a steepest-descent approach involving
only local gradients. Similarly, we can surmise that by using the Hessian of the candidate design variables,
we can favor shape parameters that have longer-term usefulness than simply those with the highest gradients.

Consider the local quadratic fit of the candidate design space, based on the local objective value J (X),

gradients with respect to the design variables @J
@X

c

, and a Hessian approximation @2J
@X2

c

. The minimizer of this

fit has a known location and value. Most importantly, this minimal value is an estimate of how much design
improvement is possible under that parameterization. This leads to a very natural indicator

IH(Xc) ⌘ ��Jexp(Xc) =
1

2

@J
@Xc

T @2J
@X2

c

@J
@Xc

(5)

which prefers design spaces that have high capacity for design improvement.
The next step is to generate an estimate of the Hessian without the exorbitant costs of finite-di↵erenced

flow solutions. First, switching to index-notation for accuracy, we rexpress the Hessian via the surface, which
is the intermediary between the design variables and the objective function:

fStemming from nonlinearities in the geometry, in the shape deformation, in the flow mesh discretization, and in the flow
equations themselves.
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• Gradients are based on local linearization about current state

• Not always good predictors of design improvement...

• Currently investigating the use of Hessian information to improve effectiveness 
indicator

• Considering approximate Hessians, or even just the trace of the Hessian for 
scaling the gradient info.

• See details in AIAA 2015-0398 “Adaptive shape control for aerodynamic 
design”, Jan. 2015.

feasible to optimize on very large numbers of design variables. The adjoint approach allows all NDV objective
gradients to be computed for a fixed cost of roughly one PDE solution, instead of the 2NDV PDE solutions
required under a finite di↵erence formulation.

However, the adjoint in fact encodes much more information than traditional parametric shape optimiza-
tion makes use of. Moreover, this information can be extracted at trivial cost, and might accelerate the rate
of design improvement if used correctly. During optimization, the adjoint is used to compute gradients with
respect to existing shape design variables. After a design space refinement is triggered, we use the same final
design’s adjoint solution to rapidly compute gradients with respect to potential new design variables. Any
potential design variables that would drive the design forward more e↵ectively are then added into the design
space.

B. E↵ectiveness Indicator

The most challenging theoretical question for adaptive shape control is how to predict the e↵ectiveness of
the various possible shape control refinements. Our approach is to use local design space metrics, namely the
objective gradients to the candidate design variables, and possibly also an approximation of the local Hessian
matrix. Like any locally-based estimate in a nonlinear design landscapef, this can only be an approximation.
While we do not expect to find the truly ideal parameterization, our goal is to substantially improve design
space navigation.

1. Gradient-Maximizing Indicator

The objective gradients directly indicate the sensitivity of the objective and constraints to each design
parameter. In the convex region of a properly scaled problem, higher gradients generally indicate more
e↵ective parameters. This suggests using an e↵ectiveness indicator that is some norm of the vector of
objective gradients:

IG(Xc) =

����
@J
@Xc

���� (4)

Consistent with the fact that the adjoint is a linearization about the local state, our experiments show that
higher gradients are strongly correlated with short-term design improvements. After a few design iterations,
the usefulness of that correlation depends on the degree of nonlinearity and the scaling of the problem.

We can compute these gradients for modest additional cost, because the adjoint solution has already
been computed during optimization in the previous design space. We simply use the same standalone
gradient-projection function that the design framework applies to existing design variables.

2. Maximal Design Improvement Indicator

During optimization, the Hessian generates superior search directions to a steepest-descent approach involving
only local gradients. Similarly, we can surmise that by using the Hessian of the candidate design variables,
we can favor shape parameters that have longer-term usefulness than simply those with the highest gradients.

Consider the local quadratic fit of the candidate design space, based on the local objective value J (X),

gradients with respect to the design variables @J
@X

c

, and a Hessian approximation @2J
@X2

c

. The minimizer of this

fit has a known location and value. Most importantly, this minimal value is an estimate of how much design
improvement is possible under that parameterization. This leads to a very natural indicator

IH(Xc) ⌘ ��Jexp(Xc) =
1

2

@J
@Xc

T @2J
@X2

c

@J
@Xc

(5)

which prefers design spaces that have high capacity for design improvement.
The next step is to generate an estimate of the Hessian without the exorbitant costs of finite-di↵erenced

flow solutions. First, switching to index-notation for accuracy, we rexpress the Hessian via the surface, which
is the intermediary between the design variables and the objective function:

fStemming from nonlinearities in the geometry, in the shape deformation, in the flow mesh discretization, and in the flow
equations themselves.
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feasible to optimize on very large numbers of design variables. The adjoint approach allows all NDV objective
gradients to be computed for a fixed cost of roughly one PDE solution, instead of the 2NDV PDE solutions
required under a finite di↵erence formulation.

However, the adjoint in fact encodes much more information than traditional parametric shape optimiza-
tion makes use of. Moreover, this information can be extracted at trivial cost, and might accelerate the rate
of design improvement if used correctly. During optimization, the adjoint is used to compute gradients with
respect to existing shape design variables. After a design space refinement is triggered, we use the same final
design’s adjoint solution to rapidly compute gradients with respect to potential new design variables. Any
potential design variables that would drive the design forward more e↵ectively are then added into the design
space.

B. E↵ectiveness Indicator

The most challenging theoretical question for adaptive shape control is how to predict the e↵ectiveness of
the various possible shape control refinements. Our approach is to use local design space metrics, namely the
objective gradients to the candidate design variables, and possibly also an approximation of the local Hessian
matrix. Like any locally-based estimate in a nonlinear design landscapef, this can only be an approximation.
While we do not expect to find the truly ideal parameterization, our goal is to substantially improve design
space navigation.

1. Gradient-Maximizing Indicator

The objective gradients directly indicate the sensitivity of the objective and constraints to each design
parameter. In the convex region of a properly scaled problem, higher gradients generally indicate more
e↵ective parameters. This suggests using an e↵ectiveness indicator that is some norm of the vector of
objective gradients:

IG(Xc) =

����
@J
@Xc

���� (4)

Consistent with the fact that the adjoint is a linearization about the local state, our experiments show that
higher gradients are strongly correlated with short-term design improvements. After a few design iterations,
the usefulness of that correlation depends on the degree of nonlinearity and the scaling of the problem.

We can compute these gradients for modest additional cost, because the adjoint solution has already
been computed during optimization in the previous design space. We simply use the same standalone
gradient-projection function that the design framework applies to existing design variables.

2. Maximal Design Improvement Indicator

During optimization, the Hessian generates superior search directions to a steepest-descent approach involving
only local gradients. Similarly, we can surmise that by using the Hessian of the candidate design variables,
we can favor shape parameters that have longer-term usefulness than simply those with the highest gradients.

Consider the local quadratic fit of the candidate design space, based on the local objective value J (X),

gradients with respect to the design variables @J
@X

c

, and a Hessian approximation @2J
@X2

c

. The minimizer of this

fit has a known location and value. Most importantly, this minimal value is an estimate of how much design
improvement is possible under that parameterization. This leads to a very natural indicator

IH(Xc) ⌘ ��Jexp(Xc) =
1

2

@J
@Xc

T @2J
@X2

c

@J
@Xc

(5)

which prefers design spaces that have high capacity for design improvement.
The next step is to generate an estimate of the Hessian without the exorbitant costs of finite-di↵erenced

flow solutions. First, switching to index-notation for accuracy, we rexpress the Hessian via the surface, which
is the intermediary between the design variables and the objective function:

fStemming from nonlinearities in the geometry, in the shape deformation, in the flow mesh discretization, and in the flow
equations themselves.
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A B Design 
improvement

Adjoint-based “effectiveness indicator”
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Automatic adaptive shape control

✓ How to introduce new parameters?
Constraint-based deformation + forest of binary trees

✓ When to trigger refinement?
Pacing controlled via a slope-based trigger

✓ Where to introduce additional shape control?
– Use adjoint sensitivities to compute “effectiveness indicator” for 
candidates based on h-refinement of parameterization
– Use of reduced Hessian information still under investigation
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• Detailed results presented in recent publications 
Jan 2015, AIAA SciTech meeting

AIAA 2015-0398 “Adaptive shape control for 
aerodynamic design”

AIAA 2015-1719 “Aerodynamic shape 
optimization benchmarks with error control 

and automatic parameterization”

Theory Applications
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• A few highlights 
1. Shape matching for a 3D wing

Results
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Case I: 	 Drag minimization for symmetric

	 	 airfoil containing NACA0012 

	 	 (M0.85, inviscid)

Case II: 	Drag minimization for airfoil at fixed 

	 	 lift, pitching moment and area 

	 	 (M0.724, viscous)

Case III: 	Wing twist for minimum 
	 	 induced drag at fixed lift 

	 	 (M0.5, inviscid)

Case IV: 	Drag minimization for swept wing at 	
	 	 fixed lift, pitching moment and volume 

	 	 (M0.85, viscous)

Results
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• A few highlights 
1. Shape matching for a 3D wing
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Case I: 	 Drag minimization for symmetric

	 	 airfoil containing NACA0012 

	 	 (M0.85, inviscid)

Case II: 	Drag minimization for airfoil at fixed 

	 	 lift, pitching moment and area 

	 	 (M0.724, viscous)

Case III: 	Wing twist for minimum 
	 	 induced drag at fixed lift 

	 	 (M0.5, inviscid)

Case IV: 	Drag minimization for swept wing at 	
	 	 fixed lift, pitching moment and volume 

	 	 (M0.85, viscous)

Results

46

• A few highlights 
1. Shape matching for a 3D wing
2. Constrained transonic airfoil design 
3. Constrained transonic wing design 
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3D Geometric Shape Matching
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Goal:
Automatically discover parameters 
needed to match the target shape
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Figure 13: Transonic airfoil: Convergence of aerodynamic functionals across all adaptively refined parameterization
levels (2-DV in blue, 4-DV in orange, etc.). Target/minimum constraint values shown in dashed lines.

The problem is geometric shape matching to a swept, twisted wing. In shape matching, we examine the
convergence from a baseline geometry to an attainable target shape. The objective function aims to minimize
the deviation between the current shape and the target in a least-squares sense:

J =
NvertsX

i=1

kvi � v⇤
i k2 (10)

where vi are the current vertex coordinates and v⇤
i are the corresponding target vertex coordinates. The

wing is represented by a discrete geometry with Nverts ⇡ 197,000.
Importantly, this is a problem with a known solution in two senses. We not only know the optimal shape,

but we also know the minimal shape parameterization that can achieve that design. The goal of this exercise
is to e�ciently discover a parameterization that enables the optimizer to exactly match the target shape.

1. Initial Parameterization and Target

Figure 16 shows the the baseline and target shapes. The baseline is a straight wing with no twist, taper or
sweep. The wing planform deformation is parameterized using the technique illustrated in Figure 3, which
linearly interpolates twist, sweep and chord between spanwise stations, while exactly preserving airfoil cross-
sections. The initial parameterization has three design variables: twist, chord and sweep at the tip station
(marked “L0”), while the root is fixed. To refine the shape control, more spanwise stations are added (“L1”,
“L2”, etc.), opening up new degrees of freedom. Control over twist, sweep and chord can happen at di↵erent
stations, allowing for “anisotropic” shape control. The target geometry is a wing with the same airfoil section,
but substantial twist, chord-length and sweep profiles, as shown in Figure 16. For this academic example,
the target sweep profile is linear and the target chord-length profile is piecewise linear in two segments, while
the twist profile is quadratic.

The target shape is unattainable under the initial parameterization. Only through su�cient and correct
search space refinement can the target be reached. The problem is constructed such that we know in advance
the necessary and su�cient refinement pattern, i.e. the one that will allow the closest recovery of the target
with the fewest design variables. Namely, chord control at the break is required to recover the piecewise
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3D Geometric Shape Matching

Goal:
Automatically discover parameters 
needed to match the target shape
1. Sweep:
2. Chord: Piecewise linear
3. Twist: Quadratic twist profile

P0

0.4

-6.16o

Baseline
Target

4.4 Baseline

Target

Root Fixed

P1
P2

Chord Profile
2 1.2

Twist Profile

0
+2.25o

Linear LE Sweep

1.7875

Break

2

P2

RAE 2822

Twist 
about LE

-0.1-0.08-0.06-0.04-0.02 0 0.020.040.060.080.10.120.140.160.180.20.220.240.260.280.30.320.340.360.380.40.420.440.460.480.50.520.540.560.580.60.620.640.660.680.70.720.740.760.780.80.820.840.860.880.90.920.940.960.98 1 1.021.041.061.081.1
x

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

y

�(y) = �y2 + 3y

�(y) = �y2 + 3y

!13

0.000

0.008

0.016

0.024

0.032

0.040
DP1.CDDP1.CDDP1.CDDP1.CDDP1.CDDP1.CDDP1.CDDP1.CD

0.0048

0.55

0.60

0.65

0.70

0.75

0.80

DP1.CLDP1.CLDP1.CLDP1.CLDP1.CLDP1.CLDP1.CLDP1.CL

0.7522

0 40 80 120 160 200 240 280 320 360

Design iteration

�0.24

�0.21

�0.18

�0.15

�0.12

�0.09

DP1.CMDP1.CMDP1.CMDP1.CMDP1.CMDP1.CMDP1.CMDP1.CM

-0.1361

0.0045

0.0060

0.0075

0.0090

DP1.CDDP1.CD

0.0048

nov22: P6: 56DV

P7: 62DV

Min

Target

0.55

0.60

0.65

0.70

0.75

0.80
DP1.CLDP1.CL

0.7522

0 20 40 60 80 100 120 140

Design iteration

�0.18

�0.16

�0.14

�0.12

�0.10

�0.08
DP1.CMDP1.CM

-0.1361

(a) Mach 0.79 design point

0.024

0.032

0.040

0.048

0.056

0.064

DP2.CDDP2.CDDP2.CDDP2.CDDP2.CDDP2.CDDP2.CDDP2.CD

0.0265

0.70

0.72

0.74

0.76

DP2.CLDP2.CLDP2.CLDP2.CLDP2.CLDP2.CLDP2.CLDP2.CL

0.7507

0 40 80 120 160 200 240 280 320

Design iteration

�0.28

�0.24

�0.20

DP2.CMDP2.CMDP2.CMDP2.CMDP2.CMDP2.CMDP2.CMDP2.CM

-0.1961

(b) Mach 0.82 design point

Figure 13: Transonic airfoil: Convergence of aerodynamic functionals across all adaptively refined parameterization
levels (2-DV in blue, 4-DV in orange, etc.). Target/minimum constraint values shown in dashed lines.

The problem is geometric shape matching to a swept, twisted wing. In shape matching, we examine the
convergence from a baseline geometry to an attainable target shape. The objective function aims to minimize
the deviation between the current shape and the target in a least-squares sense:

J =
NvertsX

i=1

kvi � v⇤
i k2 (10)

where vi are the current vertex coordinates and v⇤
i are the corresponding target vertex coordinates. The

wing is represented by a discrete geometry with Nverts ⇡ 197,000.
Importantly, this is a problem with a known solution in two senses. We not only know the optimal shape,

but we also know the minimal shape parameterization that can achieve that design. The goal of this exercise
is to e�ciently discover a parameterization that enables the optimizer to exactly match the target shape.

1. Initial Parameterization and Target

Figure 16 shows the the baseline and target shapes. The baseline is a straight wing with no twist, taper or
sweep. The wing planform deformation is parameterized using the technique illustrated in Figure 3, which
linearly interpolates twist, sweep and chord between spanwise stations, while exactly preserving airfoil cross-
sections. The initial parameterization has three design variables: twist, chord and sweep at the tip station
(marked “L0”), while the root is fixed. To refine the shape control, more spanwise stations are added (“L1”,
“L2”, etc.), opening up new degrees of freedom. Control over twist, sweep and chord can happen at di↵erent
stations, allowing for “anisotropic” shape control. The target geometry is a wing with the same airfoil section,
but substantial twist, chord-length and sweep profiles, as shown in Figure 16. For this academic example,
the target sweep profile is linear and the target chord-length profile is piecewise linear in two segments, while
the twist profile is quadratic.

The target shape is unattainable under the initial parameterization. Only through su�cient and correct
search space refinement can the target be reached. The problem is constructed such that we know in advance
the necessary and su�cient refinement pattern, i.e. the one that will allow the closest recovery of the target
with the fewest design variables. Namely, chord control at the break is required to recover the piecewise
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3D Geometric Shape Matching

Sweep Control

Chord Control

Twist Control

Fixed root

• Initial shape parameterization

Start with 
3DVs
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3D Geometric Shape Matching
• Initial shape parameterization
• 3 Design variables
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3D Geometric Shape Matching
• Design attempt using initial shape parameterization

Target is unattainable under the 
initial 3-DV parameterization.
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Figure 13: Transonic airfoil: Convergence of aerodynamic functionals across all adaptively refined parameterization
levels (2-DV in blue, 4-DV in orange, etc.). Target/minimum constraint values shown in dashed lines.

The problem is geometric shape matching to a swept, twisted wing. In shape matching, we examine the
convergence from a baseline geometry to an attainable target shape. The objective function aims to minimize
the deviation between the current shape and the target in a least-squares sense:

J =
NvertsX

i=1

kvi � v⇤
i k2 (10)

where vi are the current vertex coordinates and v⇤
i are the corresponding target vertex coordinates. The

wing is represented by a discrete geometry with Nverts ⇡ 197,000.
Importantly, this is a problem with a known solution in two senses. We not only know the optimal shape,

but we also know the minimal shape parameterization that can achieve that design. The goal of this exercise
is to e�ciently discover a parameterization that enables the optimizer to exactly match the target shape.

1. Initial Parameterization and Target

Figure 16 shows the the baseline and target shapes. The baseline is a straight wing with no twist, taper or
sweep. The wing planform deformation is parameterized using the technique illustrated in Figure 3, which
linearly interpolates twist, sweep and chord between spanwise stations, while exactly preserving airfoil cross-
sections. The initial parameterization has three design variables: twist, chord and sweep at the tip station
(marked “L0”), while the root is fixed. To refine the shape control, more spanwise stations are added (“L1”,
“L2”, etc.), opening up new degrees of freedom. Control over twist, sweep and chord can happen at di↵erent
stations, allowing for “anisotropic” shape control. The target geometry is a wing with the same airfoil section,
but substantial twist, chord-length and sweep profiles, as shown in Figure 16. For this academic example,
the target sweep profile is linear and the target chord-length profile is piecewise linear in two segments, while
the twist profile is quadratic.

The target shape is unattainable under the initial parameterization. Only through su�cient and correct
search space refinement can the target be reached. The problem is constructed such that we know in advance
the necessary and su�cient refinement pattern, i.e. the one that will allow the closest recovery of the target
with the fewest design variables. Namely, chord control at the break is required to recover the piecewise
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• Reasonable sweep
• Reasonable taper
• No wing break
• Only linear twist
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3D Geometric Shape Matching
• Adaptive parameterization
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3D Geometric Shape Matching
• Adapt parameterization using Hessian effectiveness indicator

• 24 parameters total
• Excellent match of target profile
• Discovered wing break
• Optimally reducing error in twist
• More details in AIAA 2015-0398

LE 
Sweep

Chord

Twist

0.0

0.8

1.6

2.4

Sw
ee

p

0.0

0.6

1.2

1.8

C
ho

rd

0 1 2 3 4 5

Spanwise location (z)

�5.0

�2.5

0.0

2.5

T
w

is
t

0.0

0.8

1.6

2.4

Sw
ee

p

0.0

0.6

1.2

1.8

C
ho

rd

0 1 2 3 4 5

Spanwise location (z)

�5.0

�2.5

0.0

2.5

T
w

is
t

0.0

0.8

1.6

2.4

Sw
ee

p

0.0

0.6

1.2

1.8

C
ho

rd

0 1 2 3 4 5

Spanwise location (z)

�5.0

�2.5

0.0

2.5

T
w

is
t

Target Profile

AIAA 2015-0398 “Adaptive shape control for aerodynamic design”
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• SciTech 2015 - Special Session: Aerodynamic Design Benchmarks, Prob. #1.
• Results Summary: AIAA 2015-0263 (Méheut et al., 2015)
• Objective: Minimize drag at M∞ = 0.85

• Constraints: Symmetric, must contain original NACA 0012
• Parameterization: Progressive with uniform refinement: 7→15→31→ 63 DVs 
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Constrained transonic airfoil design

Good example since best parameterization is hard to predict 
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Constrained transonic airfoil design
7 DVs - start of design

7 DVs
J = 471

Initial Drag =  471 counts
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Constrained transonic airfoil design
15 DVs - 1 refinement

15 DVs
J = 274
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Constrained transonic airfoil design
31 DVs - 2 refinements

31 DVs
J = 131
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Constrained transonic airfoil design
63 DVs - 3 refinements

63 DVs
J = 41
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Constrained transonic airfoil design
63 DVs - 3 refinements (final)

63 DVs
J = 41

Final Drag =  41 counts
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Baseline — 26K cells Final — 62K cells
Mach

0.85 1 1.15

Results

60

Constrained transonic airfoil design
Error-control during optimization automatically refines grid as design 

improvement requires more fidelity

Mach Contours
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Constrained transonic airfoil design

Workshop results from various participants
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9

supersonic/supersonic shock is clearly visible and starts from the airfoil surface. With airfoil 5 a closer look at the 
iso-Mach number lines is required to distinguish it and it is detached from the airfoil. 

 

Figure 10: Airfoil 1, nc = 1024 grid, centred scheme - supersonic iso-Mach number lines ('M = 0.025). 

 

Figure 11: Airfoil 2, nc = 1024 grid, centred scheme - supersonic iso-Mach number lines ('M = 0.025). 
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supersonic/supersonic shock is clearly visible and starts from the airfoil surface. With airfoil 5 a closer look at the 
iso-Mach number lines is required to distinguish it and it is detached from the airfoil. 

 

Figure 10: Airfoil 1, nc = 1024 grid, centred scheme - supersonic iso-Mach number lines ('M = 0.025). 

 

Figure 11: Airfoil 2, nc = 1024 grid, centred scheme - supersonic iso-Mach number lines ('M = 0.025). 
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Figure 12: Airfoil 3, nc = 1024 grid, centred scheme - supersonic iso-Mach number lines ('M = 0.025). 

 

Figure 13: Airfoil 4, nc = 1024 grid, centred scheme - supersonic iso-Mach number lines ('M = 0.025). 
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Figure 14: Airfoil 5, nc = 1024 grid, centred scheme - supersonic iso-Mach number lines ('M = 0.025). 

 

Figure 15: Airfoil 6, nc = 1024 grid, centred scheme - supersonic iso-Mach number lines ('M = 0.025). 
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Figure 14: Airfoil 5, nc = 1024 grid, centred scheme - supersonic iso-Mach number lines ('M = 0.025). 

 

Figure 15: Airfoil 6, nc = 1024 grid, centred scheme - supersonic iso-Mach number lines ('M = 0.025). 
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Results

62

• Aero. Design Benchmarks, Prob. #4

• Objective: Minimize drag of CRM wing 
at M∞ = 0.85

• Constraints: CL = 0.5, CM ≥ -0.17, 
thickness & volume constraints

Constrained design of a 3D transonic wing

M∞ =  0.85
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• Aero. Design Benchmarks, Prob. #4

• Objective: Minimize drag of CRM wing 
at M∞ = 0.85

• Constraints: CL = 0.5, CM ≥ -0.17, 
thickness & volume constraints

• Parameterization: Progressive for twist 
and airfoil shape: 9→21→71 DVs

Constrained design of a 3D transonic wing

M∞ =  0.85

shape



March 18–19, 2015 NASA Aeronautics Research Mission Directorate 2015 Seedling Technical Seminar 

Results

64

Constrained design of a 3D transonic wing
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Constrained design of a 3D transonic wing
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Under P0, pitching moment 
constraint is satisfied by 
sacrificing drag.

P1, P2 drive down drag while 
holding constraints.
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Status

66

• Basic Blender plugins for I/O and shape manipulation
Released to external users within ARC, LaRC and Industry – TRL 9

• Blender plugins supporting parametric markup for twist, skeletal, 
lattice & constraint-based deformation
In use and beta-test within several ARMD Programs: CST & AATT – TRL 7

• Automatic parameter refinement (progressive refinement)
Targeting beta-test by end of summer – TRL 6

• Adaptive parameter refinement (automatic, adaptive shape control)
Final investigations in progress - completion by end of Phase II – TRL 5
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• Cartesian Methods Team
David Rodriguez & Marian Nemec

• Beta users
Mathias Wintzer (LaRC), Gulfstream & Boeing

• ARMD Seedling Fund & NASA Aeronautics Research Institute
3 Years of outstanding support

Thank You!
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Ques%ons?

Michael Aftosmis George Anderson
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